L oad Balancing/Clustering

Case Study: DrukNet - Bhutan

An ISP in Bhutan is | ooking towards the future and a possible mail cluster
to better support expected increase in demand. The following is a proposa
di scussi ng how they m ght go about this.

In addition to this proposal here are some coments:
A proxy-based cluster nay be the best way to go. This can be cheaper

al beit harder to nanage. Canbridge University has well-docunented how
they built their mail clustering solution:

http://ww. cus. cam ac. uk/ ~f anf 2/ her mes/ doc/ t al ks/ 2004- 02- ukuug/
http://ww. cus. cam ac. uk/ ~f anf 2/ her nes/ doc/t al ks/ 2005- 02- exi ntonf/

As of June 2005 the Canbridge’'s patches to Cyrus for replication have not
yet made it into a public rel ease

Concer ni ng back-end storage, using NFS with sonething |like a Netapp is the
prefered route. As of this witing Netapp has a | ower-end product, the
FAS270C, which is a single chassis containing a bunch of disks and two

Net app head-ends in a cluster configuration. Mre details here:

http://ww. net app. com products/filer/fas200 ds. htn

DRUKNET MAI L SERVER CLUSTER PROPGCSAL

1. Introduction

This brief outlines a design for a scalable E-nail cluster which should
serve Druknet’s current needs (around 3,000 numil boxes) whilst allow ng for
substantial growth (100, 000+ nuil boxes). The design uses free, open-source
software, aimng to allow nmaintenance and growh to be nanaged |l ocally by
Druknet staff, mnimsing reliance on external support and nmintenance
contracts. The architecture provides for high service availability,
perfornmance, and security. It has been proven at large I SPs in other
countries.

2. Term nol ogy
2a. SAN versus NFS

The nost inportant aspect of a mmil server cluster is the storage array
whi ch holds the custoners’ nmil boxes, and at this point it is worth
di stingui shing between two different technol ogi es which m ght be applied.

* a SAN (Storage Area Network) is a disk drive array, which may be
partitioned up so that portions of it can be assigned to separate servers.
The nost comon attachnent nethods are Fi breChannel and i SCSI (SCSI over
IP). In both cases, the storage portion appears like a locally-attached
drive to the server to which it has been assigned, and the server creates a
filesystemon it just as it would with a local drive

The advantage of a SANis that it centralises resources, possibly saving
space over having a separate RAID array on each server, adding the
flexibility to assign nore or |ess storage to each server as assigned, and
allowing for fast centralised data backup

However, each storage partition can be accessed by only ONE server at a

tinme. This is a fundanmental limtation for a mail server cluster, where for
both resilience and scalability reasons you would |ike multiple machines
accessing the mail boxes for delivering incomng mail, and for users to

collect their stored mail via POP3, | MAP or Webmi |

* an NFS (Network File System) server also is a disk drive array, and can
divide it into partitions. The difference is that the filesysten(s) are
created on the disk drives by the server itself. The individual clients
access files using the NFS protocol over IP, and this allows nmultiple
clients to have access to the *same* files and directories.

The mai n advantages of an NFS server for a mail cluster are:
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- multiple machi nes can have access to the sane mal | boxes at once. Load can
therefore be distributed between nultiple front-end servers, and should any
one fail or be taken out of service for maintenance, the workload can be
redi stributed between the remaining front-end servers w thout any noticeabl e
effect to the end users.

- comercial NFS servers can have their own customfil esystens and hardware
to provide extrenely high performance and data safety when readi ng and
witing files. For exanple, the Network Appliance devices (ww. netapp.con)
implement their WAFL fil esystem (Wite Anywhere File Layout) which optim ses
wites across the whole RAID array, and has on-board non-vol atil e RAM so
that write caching can take place w thout conpronmising data integrity in the
event that power is |ost.

- comercial NFS servers are designed to be straightforward to nanage (for
exanpl e, when adding extra drives or replacing failed drives)

The mai n di sadvant ages of using NFS for nail box access are that there is

hi storically poor support for file |ocking. However, by using Miildir fornmat
for storing messages (where each nessage is stored in a separate file),
locking is elimnated. Maildir is safe for use over NFS

System admi ni strators should be aware that NFS is not a secure protocol, and
t herefore NFS servers should be kept on a separate private network which is
not directly connected to the Internet.

2b. Load Bal ancer

A Load Bal ancer (or Local Director or Redirector) is a device which provides
a "virtual |P address" for customers to connect to when accessing a service
and in turn directs each connection to a real server behind which provides
the service. It perforns periodic service testing (e.g. every 2 seconds), so
that if a server fails, that server is taken out of the pool of available
servers and new connections are directed to the working servers only. It
also allows a server to be manually taken out of the pool, allow ng existing
connections to "drain away" naturally, so that the machi ne can be taken out
of service for nmmintenance with zero custoner inpact.

Load bal ancers can either operate in NAT node, so that the destination IP
address of each packet is rewitten, or in "transparent” node. In the latter
case, the virtual |IP address needs to exist on each of the servers as a

| oopback interface, and the packets are directed to the correct one by MAC
address. The advantage of transparent node is that the | oad bal ancer has to
do Il ess work to process inconing packets, and zero work on outgoi ng packets,
reducing the work its CPU has to perform

3. Qutline design
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* LOAD BALANCERS

Provide uplinks to the rest of the network (100M or 1CGbhps), and allow the
front-end PCs to be connected (100M fast ethernet). There are a pair, with a
network cross-connect and a heartbeat failover cable. Both devices act as
switches, and therefore the front-ends can be distributed across them At
any one tinme, one device provides the virtual IPs and the other is just a
switch; if the heartbeat cable detects a failure, the other switch can take
over and provide the virtual |P services.
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Proposed hardware: Foundry Serverlron (1U formfactor; available with 8, 16
or 24 ethernet ports, and with optional gigabit ethernet fibre GBIC ports)

These devices cone with their own operating software and store configuration
data in flash menory. They are configured via telnet or serial console,
using a Cisco-like command-line interface.

Usi ng two | oad-bal ancers neans that should one fail conpletely, at |east
hal f of the servers will still have Internet connectivity. By distributing
the services appropriately, so for exanple one POP3 server is connected to
the first |oad-bal ancer and one to the other, the service should continue to
run al beit with reduced capacity.

* FRONT END PCs

These are the machi nes which will provide the actual network services. These
PCs need to be rack-nmountabl e and have two ethernet interfaces. Oherw se,
you have a wi de choice of hardware, so can choose nmachi nes whi ch neet your
requirements for ease of purchase, maintenance, etc.

Using two SCSI disks in each front-end PC (as a mirrored pair) will assist
inreliability, since a failed disk will not cause a total failure of the
machi ne. You shoul d therefore choose hardware where the disks can be
replaced easily via the front panel. These disks nmay al so be used for data
storage for sonme applications (e.g. RADIUS | ogs on RADIUS server; nail queue
on outgoing mail relay). This mnimses the |oad on the shared storage
array.

Suggest ed hardware: Dell Poweredge 2450 (2U) or equival ent. Choose the
"sweet spot" for cost versus CPU power; that is, the CPU speed just *bel ow
the sharp price rise for the fastest available processors. Not only will you
save noney, you will probably have a nore reliable server as you are using
conponents which have been nore thoroughly tested in production. Depending
on the tine of purchase, this mght be 2.8GH# Pentium4 for exanple
(assunming the price is substantially higher for 3G# or 3.2GHz parts). Buy
boxes with a single CPU for naxi mumsoftware reliability, although having
the option to plug a second CPU into the notherboard may be useful at a

| ater date.

You shoul d al so consider adding renote power bars (to allow the machines to
be power-cycled renotely) and a serial console server (allow ng console
access for recovery fromserious problens renotely). However if the cluster
is to be located in a site easily accessible, e.g. Thinpu, then this may not
be necessary.

RAM of 512MB or 1GB is recommended. Any extra RAMwi || be used as di sk cache
to inprove performance.

SOFTWARE FOR FRONT- END PCs:

All the software |listed here is FREE OF CHARGE, avail able for downl oad from
the Internet with full source code and has no licence fees to use. It is

wi dely depl oyed at other |ISPs. Should software support be required (other
than that available fromthe Internet for free - e.g. FAQG, mailing lists)
then there are independent consultants who can assist. However, the nore you
invest in learning these packages yourself, the less reliant you will becone
on external consultancy.

- Operating system FreeBSD 5.3 or later. This is an extrenely reliable

pl atf orm whi ch has been proven in ISP environnents across the world under
very heavy |l oad, and has a very good security track record. Enable SSH for
secure renote nmanagenent from either Wndows or Unix workstations ("putty"”
is an exanple of a free SSH client for Wndows).

- Application software:
+ Incoming mail (MX receiver): Exim Very flexible, supports Maildir
delivery and dat abase | ookups
+ POP3 and | MAP: Courier-lmap. H gh perfornance, good feature set, supports
Mai | dir, supports SSL encryption of connections.

+ Webnmi | : Courier Sqwebnail plus Apache. High performance, allows sone
customi sation of tenplates and style of display. Not the prettiest webnail
interface, but perfectly functional. Alternative webmail Interfaces can

be provided on top of the IMAP interface (e.g. Squirrelmil), but may
entail further configuration work or be nore demandi ng of CPU resources.

You may consider adding further services into the cluster:

+ Qutgoing SMIP mail relay: Exim
+ RADIUS (dial-up authentication): OpenRADI US or FreeRADI US. Both can
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aut hent| cate agal nst a MySQL dat abase.
+ DNS cache: BIND 9 (provided in FreeBSD base system
Authoritative DNS service: BIND 9 (ditto)
+ Signup / account management (e.g. user password changing): web
application witten in Perl, PHP, Ruby etc running under Apache
+ "Honepages" web space: Apache plus pureftpd

+

These services scale very easily because they do not need to use any space
on the shared NFS storage array (except for homepages), and therefore do not
apply any extra workload to this central resource.

The number of front-end boxes will depend on how you wish to partition your
services. Cearly each service needs to be provided on at |east two boxes
for resilience, one connected into each | oad-bal ancer sw tch. Separating the
services onto separate boxes nmakes it easier to determi ne which services are
using nore CPU than others, and therefore nmakes it easier to scale your
service. However, while the traffic |load at Druknet is small, you could
conbi ne services onto the sane box to save on hardware.

A small initial deploynent might |ook like:
PC1: I ncom ng MX
RADI US
DNS cache
pC2: Qut goi ng SMIP
POP3, | VAP, Webnmi |
PC3: sane as PCl
PCA4: same as PC2

(where PCL and PC2 are uplinked to the first |oad-bal ancer switch, and PC3
and PC4 are on the other).

A | arger depl oynent m ght have two PCs for each service, potentially nmeaning

up to 18 machines. | do not think the size of Druknet’s current customer
base warrants this immediately, and if you can defer the purchase of
addi tional machines for say two years, then you will get much better

speci fication machines at a | ower price.
* BACK- END SW TCH FABRI C

The back-end swi tching fabric does not need any intelligence like

| oad- bal ancing or virtual |Ps, or other features like layer 3 switching. You
can therefore use whichever nake or nodel of switch you are nobst confortable
wi th buyi ng and managi ng and whi ch has a sufficient nunber of ports. You
will need a 100Mops connection into each of the front-end servers and

dat abase servers, and preferably gigabit into the NFS servers. For exanpl e,
Cisco 2xxx or 3xxx series switches will be just fine.

The backend network should run on private | P address space (e.g.
192.168.x.x) so that it is reachable only fromthe front-end servers. In
order to manage the devices connected to the back-end network, a good
solution is to connect the back-end network to a DMZ port on your firewall
(such that connections can originate fromyour office network to the DM,
but not vice versa). O, as a sinple alternative, just ssh into one of the
front-end boxes and then ssh/telnet fromthere.

A concern is what happens if one of the back-end switches suffers a total
failure. It may be possible to uplink both the NFS servers to both switches
in such a way that at least a partial service will function in this
scenario. It would however be wi se to choose switches with dual power
supplies, or indeed to replace the pair of switches with a single

chassi s-based switch designed with internal redundancy.

4. NFS STORAGE ARRAY

This will be by far the largest investnment required to build this cluster,
and is critical to its performance and reliability.

I recommend Network Appliance fileservers, as | have used themin exactly
the cluster configuration shown above, and they have proved thenselves to be
extrenely fast and reliable. The cost will depend very nuch on the
configuration you choose.

In particular, you may choose to install either a single file server (in
that case, make sure you al so buy a spares kit so that you can replace a
failed component |ocally should any hardware failure occur), or a pair of
file servers in a resilient cluster configuration.
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The cluster I1cence costs extra noney, In addition to the cost ot the two
fileservers. However, the cluster configuration is extrenely reliable. You
can give a separate | P address to each Net App and share the nail boxes

bet ween them (e.g. mount one as /maill and the other as /mail2). However, in
the event that one suffers a hardware failure, the other device will take
over the IP address of the failed device *and* take over its di sk shelves.
The service will therefore continue to run unaffected, albeit with one

Net App having to performtw ce the workload it had before.

Net Apps have a nunber of features which make them extremely suitable for use

in an ISP environnent, as well as performance and reliability:

- sinmple "appliance"-type configuration (they are fileservers and not hing
el se)

- the WAFL filesystem and non-vol atile wite cache, described above

- the ability to grow a filesystemjust by addi ng di sks and assi gning them
to a volune (no data transfer or shuffling is required)

- "snapshots", which allow you to freeze the data nultiple tines and go
back to an image of the data exactly as it was at that tine

- "snap mrroring", which uses the snapshot feature to replicate a
filesystemvery quickly to another NetApp; very useful when mgrating
froman ol der Net App device to a newer nodel, for exanple

- the ability to back up snapshots to an attached tape drive

You will need to decide exactly how much performance, resilience and storage
space you need at the outset, to determ ne the price of your configuration.

In the event that the Net App solution is deemed too expensive for a snall
initial deployment, there are other cheaper sol utions which can be

consi dered: for exanple, Linux-based fileserver appliances from Convol o.
This would give you a lowinitial capital outlay to deploy and test the
above design; you could nmigrate to another storage solution at a |later date,
and then redeploy the initial fileserver elsewhere in Druknet, or for a
different application (e.g. for comercial web hosting)

5. DATABASES

These are where user configuration data is stored - e.g. usernanes and
passwords for mail boxes and dial -up accounts.

MySQL provi des a hi gh-perfornmance database solution in a free, open-source
product (additional, paid-for support is also available fromthe conpany

whi ch provides MySQ.). MySQ. provides replication, so that a naster database
can be replicated to one or nore slave databases.

A typical configuration, therefore, will have all account *updates* being
directed at the naster server (e.g. new account creation, password changes),
whil st the read-only access required by the mail server front-end boxes can
be directed across the slave(s) or the slave(s) together with the master.

This neans that in the event of the master database being corrupted,

exi sting services continue as normal; only account creation and updates
cease to work. A slave server can then be nmanually reconfigured as a master
server to allow the service to continue fully as nornal.

You may wi sh to choose the *sane* hardware here as you use for the front-end
machi nes, to minimse the requirenents for spares.

If you wish to store the MySQL data on the NFS server, then you will need to
do sone checking to ensure that MySQ. is NFS-safe, and al so neasure whet her
this creates an unwanted extra | oad on the NFS server. However, even if this
configuration is not reconmmended, you can always just use two mirrored SCSI
di sks in each MySQ. box for data storage. | would not expect user
configuration data to exceed nore than a few GB.

You may wish to consider storing service data in an LDAP database (e.g.
OpenLDAP), which also can be replicated between servers. However, if LDAP
access is inportant to you, first consider that you may be | osing out on the
data integrity and querying features that an SQ dat abase provides. You

coul d consider a hybrid solution using OQpenLDAP + backsql, which provides
LDAP access to an SQ backend. You can then use direct SQL queries to update
and query your database.

6. LOGGE NG AND MANAGEMENT

I highly recommend addi ng one or two PCs in the cluster for |ogging and
managenment. These woul d i ncl ude:

* A syslog server on the private network. Al front-end machi nes can have

their syslog daenons configured to send | og nessages to this machine. As
wel |l as reducing the workload on the front-end nachines’ hard drives, this
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I nproves security auditing and makes |10g entries easier to tind because they
are all in one place

Periodic | og processing, e.g. analysis of POP3/|MAP/ Webmail | ogins and

RADI US | ogi ns, can be used to determ ne which accounts are "active" and
therefore to purge inactive accounts. It can also provide information on the
number of mail messages traversing the system the amount of mail which is
backl ogged on the system and so on.

* An admin server (can be the sanme as the syslog server). The purposes of
this machine are:

- to nmount the NFS servers for uploading data, perform ng mail box cl eaning
etc.

- to act as a secure gateway for administrative access to the private

net work. You can configure backend machines to pernit tel net/ssh connections
*only* fromthe admin server’s | P address; this increases security, because
in the event that soneone breaks into one of the front-end nmachi nes, they
woul d have gained only mnimal access to the private network

- a machine for performng data inports, ad-hoc database queries etc

- if required, a private web interface for account managenent, not avail able
via the Internet

* A nonitoring nmachine connected to both front and back networks. This can
be used to send periodic probes to each of the machi nes on the network and
create alerts for failed devices or services. Suitable software to run on

this machine would be "Big Brother" or "Big Sister", "Nagios", "NOCOL" etc.

Thi s nonitoring nmachine could al so collect stats using SNVMP for providing
graphs of traffic on each of the switch ports (software: "MRTG' or
"Cricket")

7. DATA M GRATI ON

Having built a solution such as that shown above, mgration of mail boxes
onto the new service will need to be perforned. There are several tools in
t he above suite which can nake this easy:

- courier-imap has an account initialisation function called 'l oginexec’. By
putting a | oginexec script into each mail box, containing code to pul

mai | box contents fromthe old server using POP3, each mailbox will be
mgrated automatically as soon as each user nmkes their first connection to
the new mail server. The |l oginexec file is deleted once an account has
transferred its contents.

- courier-imap al so has a proxy function, which can redirect i nbound POP or
| MAP connections to another nmail server. You could therefore choose to point
all users at the new nailserver, but redirect their access to the old
server. Individual users can have their nail boxes manually noved, and their
dat abase entry updated so that they hit the new server instead of the old.
This pernmits you to performa ’'staged’ migration of a few accounts at a
time. However the proxy function is newy added to courier-inmp, and you
shoul d therefore test it carefully before deploying it.

- some services, such as outbound SMIP relay, are trivial to mgrate. You
sinmply point all your existing custonmers at the new relay service, and | eave
the old relay running until it has finally flushed all the nessages fromits
queue, at which point it can be turned off.

Separate migration plans should be witten for each service, but each is
achi evabl e.

8. DI SCLAI MER

A service using a design very sinmlar to the one shown above has been
successfully inplemented at a large | SP. However, you should be aware that
buil ding a service fromconponents like this | eaves you with responsibility
for successfully integrating the parts. You may wi sh to set aside a

consul tancy budget in case you need assistance. The vendors of the

i ndi vi dual conponents are unlikely to provide you with any application-I|ayer
integration help.

The desi gn above has several components which you will need to design
yourself to nmeet your specific needs, nost inportantly:
t he dat abase table structures
- any web interfaces for signup, account managenent, and account self-care
- any scripts for |log analysis and reporting
- configuration managenent and backup (i.e. having a procedure in place so
that a failed machine can be rebuilt quickly, conplete with its
applications and configuration files)
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The eftort required to devel op these conponents shoul d be tactored I nto your
rollout plans, along with the effort required to plan and perform service
m grations.

As with any software solution, you will need to nonitor the mailing lists

for the operating system and applications for upgrades (in particular
security fixes) and roll them out when necessary.
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